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NIST’s Responsibilities under EO 14110 

 
Before the three panel discussions began, Elham Tabassi of NIST presented to the convening on 
NIST’s role as laid out by President Biden’s AI EO. In February 2024, Elham was appointed  Chief 
Technology Officer of the United States AI Safety Institute, responsible for leading key technical 
programs of the institute, focused on supporting the development and deployment of AI that is 
safe, secure and trustworthy.  
 
Much of NIST’s current activities as the coordinator for federal AI standards align with the 
President’s expectations and roles within EO 14110. NIST collaborates closely with private sector 
industry and interested public sector communities to develop valid, scientifically rigorous methods, 
metrics, and standards for using AI systems. This collaboration is a multi-part process, including 
listening sessions, distillation of community feedback, creation of measurement standards, and 
providing support to stakeholders. These activities are ultimately meant to help advance the 
scientific underpinnings of guidelines in standards and then help to operationalize those guidelines 
for use by the American public.  
 
NIST has undertaken a variety of activities in support of the EO’s mission. In January 2023, NIST 
published its AI Risk Management Framework (AI RMF), a document developed alongside public 
and private partners to help organizations better manage and mitigate the risks associated with AI 
(NIST 2023). On February 8, 2024, the U.S. Department of Commerce announced the creation of the 
U.S. AI Safety Institute Consortium (AISIC). Housed under NIST, the Consortium will unite AI creators 
and users, academics, government and industry researchers, and civil society organizations to 
support developing and deploying safe and trustworthy AI. The AISIC currently includes over 200 
member organizations from across the impacted community and is meant to help lead the United 
States Government in the science, practice, and policy of AI safety and trust. AISIC subcommittees 
will be responsible for assisting NIST in implementing a number of tasks outlined in President 
Biden’s AI EO, including the development of a risk management framework specifically for GenAI 
systems, creating capability measurement guidelines for AI systems, helping to establish processes 

https://csrc.nist.gov/projects/risk-management/about-rmf
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developers of AI, to identify flaws and vulnerabilities, such as harmful or discriminatory outputs 
from an AI system, unforeseen or undesirable system behaviors, limitations, or potential risks 
associated with the misuse of the system. With this in mind, Prof. Heidari argued that while the 
mention of a specific risk assessment method in a landmark policy document is a welcome 
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¶ What is the threat model for the
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During the first panel, panelists highlighted how research in the field quickly transitions into 
practical applications, significantly impacting our daily lives. They emphasized the importance of 
actively engaging in red-teaming and jailbreaking large language models (LLMs) deployed in real-
world scenarios, treating LLMs as integral software components within larger systems, and 
requiring specific expertise to assess their threat profiles. Moreover, they stressed the dynamic 
nature of AI research, demanding constant incorporation of new findings to ensure effective red-
teaming. 
 
The broader trustworthiness of AI systems, particularly in domains like healthcare and 
neuroscience, drew attention. Panelists discussed the complexity of societal systems and the 
necessity of considering potential harms and risks associated with AI technologies, especially in 
diverse demographic contexts. 
 
The panel highlighted challenges in identifying when text generation systems malfunction and the 
importance of developing frameworks for evaluation. Panelists also raised various questions 
regarding the nature and scope of red-teaming, including whether it should involve an adversarial 
approach or focus on uncovering flaws within systems. They acknowledged the importance of 
considering worst-case scenarios and stressed the need for stress testing to push systems to their 
limits. Additionally, concerns were raised about the potential psychological distress caused by 
exposure to extreme content during testing. Furthermore, the discussion addressed challenges in 
integrating AI systems into larger frameworks and the necessity of rigorously testing across various 
contexts. The panelists emphasized the importance of interdisciplinary research and the need to 
consider socio-technical aspects of AI development. 
 
Finally, the discussion underscored the importance of continued research into foundational AI 
models and their applications, considering both technical and societal implications. They highlighted 
the necessity of collaborative efforts and ongoing exploration to ensure the responsible 
deployment of AI technologies. 

 

Panel 2: Industry Practices for Red-teaming 

 
The convening’s second panel was moderated by Professor Yonatan Bisk, an assistant professor at 
CMU’s School of Computer Science. Professor Bisk was joined by Margaret Mitchell – Research and 
Chief Ethics Scientist at Hugging Face, Professor Zack Lipton –  Assistant Professor of Machine 
Learning at Carnegie Mellon University and the Chief Scientific Officer of Abridge, and Ece Kamar – 
Managing Director of AI Frontiers at Microsoft Research.  
 
There are diverse strategies and insights into the implementation of red-teaming practices in the 
field of AI and machine learning (AI/ML). One panelist described their organization’s approach to 
red-teaming. By offering features such as thorough evaluation of AI models, detailed data analysis, 
and integration of user feedback, they have aimed to foster inclusivity in their red-teaming 
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endeavors. Notably, initiatives include providing accessible evaluation interfaces for Subject 
Matter Experts (SMEs) across diverse domains to conduct adversarial tests on models within a 
production environment. Additionally, they have simplified the red-teaming process by enabling 
low-code evaluation with just three lines of code. Leveraging the leaderboard culture inherent in 
traditional AI research, they have also successfully engaged developers through their red-teaming 
initiatives and provided report templates to facilitate participation. 
 
Another panelist emphasized the importance of establishing clear legislation to standardize 
rigorous AI evaluation and red-teaming practices. This entails defining red-teaming and establishing 
frameworks to guide practitioners. Additionally, they stressed the significance of direct 
engagement with stakeholders to ensure responsiveness in AI development, particularly in highly-
regulated domains. 
 
The last panelist showcased their organization’s integration of red-teaming across various stages 
and aspects of AI development, encompassing security vulnerabilities, privacy risks, and malicious 
use cases. Highlighting the importance of a red-teaming "platform" that extends beyond individual 
AI models, they provided examples of tools designed to aid practitioners in adversarial testing, 
including the Python Risk Identification Tool (PyRIT), an open source tool available on GitHub 
Hugging Face’s Red Teaming Resistance Benchmark leaderboard. 
 
Looking ahead, there is a consensus among experts that future red-teaming efforts should prioritize 
empowering creative thinking and exploring the potential for human-AI collaboration. Moreover, 
there's a recognized need to strike a balance between red-teaming for security vulnerabilities and 
for ensuring the effectiveness of AI applications. 
 
 
 
There was emphasis on the need for clarity in defining red-teaming practices within the AI/ML 
community. There was a consensus among panelists regarding the necessity of establishing best 
practices for red-teaming, with a lean towards implementing red-teaming at the system level in 
addition to solely focusing on individual models. As the panelists advocated for breaking down 
tasks into different components with distinct focuses, there was a consensus among them on the 
importance of red-teaming as a crucial (but not only) component of responsible AI development. By 
fostering inclusivity, standardizing practices, and embracing diverse perspectives, the 
recommendations’ aim is to ensure the ethical and effective deployment of AI technologies across 
various contexts. 

  

https://github.com/Azure/PyRIT
https://huggingface.co/spaces/HaizeLabs/red-teaming-resistance-benchmark
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Panel 3: Policy and Legal Implications of Red-teaming  

The convening’s third panel was moderated by Professor Hoda Heidari, the K&L Gates Career 
Development Assistant Professor in Ethics and Computational Technologies at CMU. Professor Heidari 
was joined by Katherine Lee – Senior Research Scientist at Google DeepMind, Lama Ahmad – Technical 
Program Manager for Policy Research at OpenAI, and Dean Ramayya Krishnan – Dean, Heinz College Of 
Information Systems and Public Policy and William W. and Ruth F. Cooper Professor Of Management 
Science and Information Systems at CMU.  
 
Overall, the panelists argued that red-teaming necessitates multifaceted evaluation methods and 
mitigation strategies. Firstly, they stressed that policymakers and AI experts should collaborate to 
develop crisp definitions and context-specific approaches in the evaluation process. Once red-teaming 
is better defined, one can evaluate the model, system, or project against measurable objectives to 
determine successes and risks. External experts and stakeholders are considered crucial for 
comprehensive evaluation and assessment. 
  

https://genlaw.org/glossary.html#memorization



