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Abstract

We describe how to extend the ACT-R production system
to model human errors in the performance of a high-level
cognitive task: to solve simple linear algebra problems
while memorizing a digit span.  Errors of omission are
produced by introducing a cutoff on the latency of
memory retrievals.  If a memory chunk cannot gather
enough activation to be retrieved before the threshold i s
reached, retrieval fails.  Adding Gaussian noise to chunk
activation produces a pattern quantitatively similar to
subject errors.  Errors of commission are introduced by
allowing imperfect matching in the condition side of
productions.  The wrong memory chunk can be retrieved
if its activation is large enough to allow it to overcome
the mismatch penalty.  This mechanism provides a
qualitative and quantitative fit to subject errors.  In
conclusion, this paper demonstrates that human-like
errors, sometimes thought of as the exclusive domain of
connectionist models, can be successfully duplicated in
production system models.

Introduction
ACT-R (Anderson, 1993) is a model of human cognition
which assumes that a production system operates on a
declarative memory.  It is a successor to previous
production system models (Anderson, 1976, 1983) and
continues the emphasis on activation-based processes as
the mechanism for relating the production system to the
declarative memory.  Different declarative memories have
different levels of activation which determine their rate and
probability of processing by the production rules.  ACT-R
is distinguished from the prior ACT theories in that the
details of its design have been strongly guided by the
rational analysis of Anderson (1990).  Essentially it is a
production system tuned to achieve optimal performance
given the statistical structure of the environment.

Errors are a fundamental aspect of human cognition that
symbolic systems have never been able to completely
model.  Symbolic systems have been able to model
consistent errors by assuming that people have systematic
bugs (Van Lehn, 1989) and errors of commission by
assuming certain rules fail to apply.  They have much
more difficulty with the occasional slips or intrusions
(Norman, 1981).  These systems are sometimes thought
of as too precise, too deterministic and too algorithmic to
be able to exhibit the random, gradual degradation of
performance exhibited by humans.  A symbolic system
works or it does not.  When connectionist models became

popular (Rumelhart and McClelland, 1986), one of their
main attractions was that their holistic computation style
could exhibit a capacity for human-like errors and graceful
degradation of performance under noise or component
failures.  ACT-R is a hybrid system.  Although its
declarative elements are symbolic structures and its
procedural rules implement an algorithmic matching
process, the activation of the chunks is spread through a
connection network.  In this paper, we describe how to
model errors with the ACT-R system by redefining (part
of) the matching process as an activation-based constraint-
satisfaction mechanism.

To be concrete, we will explain this with respect to the
following task which is described more fully in Anderson,
Reder, & Lebière (in preparation). Subjects were asked to
memorize a digit span of 2, 4 or 6 digits, and then solve a
linear equation before recalling the digits.  The equation
types are detailed in Table 1.  Types (1) through impacted on the proportion of digit strings recalled

correctly.  After 










