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Two experiments which require subjects to hold a digit span while solving an equation
and then recall the digit span are performed. The size of the memory span and the
complexity of the equation are manipulated as well as whether the subject is required to
substitute items from the digit span for constants in the equation. As either task (digit
span recall or equation solving) gets more complex there are performance decrements
(accuracy or latency) not only in that task but also in the other task. It is also shown that
the majority of the errors are misretrievals. These results are consistent with the proposal
that working memory load has its impact on retrieval from memory. These results are fit
by the ACT-R theory (Anderson, 1993) which assumes that there is a limit on source
activation and that this activation has to be divided between the two tasks. As either task
increases in complexity there is less activation for retrieval of information from declarative
memory. Subjects’ misretrievals of associatively related information could be predicted
by assuming a partial matching process in ACT-R. q 1996 Academic Press, Inc.

As Baddeley (1992) notes there are several senses in which the term work-
ing memory has been used. The paper will be concerned with two of these
senses. One is associated with the tradition that defines working memory in
terms of paradigms which require the subject to maintain a memory load
while performing a task (e.g., Baddeley & Hitch, 1974; Daneman & Carpenter,
1980). The second is associated with production system theories (e.g., Newell,
1991) where working memory is taken to be the currently available informa-
tion against which production rules match. We are interested in relating these
two senses because the ACT theory (Anderson, 1976, 1983, 1993) is associ-
ated with both. The ACT theory is associated with the first because of its
strong roots in the human memory literature. It is associated with the second
because it is a production system theory. ACT is a bit peculiar as a production
system theory in that it does not have a working memory as that term is
usually understood in production systems. Rather, the concept of capacity
limitations is carried by the concept of activation. Elements in declarative
memory have activation levels associated with them and access to these
elements is a function of their level of activation. Roughly, working memory
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226 ANDERSON, REDER, AND LEBIERE

tecture. However, there are differences with the CAPS theory. Activation in
the CAPS theory spreads by production firings rather than associations directly
from sources to memory structures. Also the ACT-R limitation is not directly
a limitation on activation but rather on the sources of activation. The total
activation (Ai’s in Eq. (1)) is a function of the strengths Sji as well as the Wj .
Finally and most important, our capacity limitation impacts retrieval from
long-term memory.

Summary

It is worth reviewing the significant claims of this analysis of working-
memory limitation:

1. The fundamental limitation is on amount of source activation (Eq. (4)).
2. This will impact on the activation of individual memory chunks

(Eq. (1)).
3. This in turn will impact on probability and speed of successful retrieval

(Eqs. (2) and (3)).

The unique aspect of this analysis of working-memory limitation is its
localization of the limitation as impacting retrieval from declarative memory.
We report research consistent with this localization. However, we do not
mean to imply that there might not be other capacity limitations such as the
rehearsal limitations in Baddeley’s (1986) theory.

EFFECTS OF WORKING-MEMORY LOAD

One of the implications of the proposed extension (Eq. (4)) to the ACT-R
theory is that there is a limited resource which is source activation. This
would imply that two competing tasks, each of which required some source
activation, would interfere with one another. This has been explored in experi-
ments which require subjects to maintain a memory span concurrently while
performing a primary task. Baddeley and Hitch (1974) found an interaction
between memory span and complexity of the primary task (a reasoning task)
such that there was a greater effect of primary task complexity at higher
memory spans. Halford, Bain, and Maybery (1984) report such an interaction,
both for performance of the primary task (an algebra-like task) and recall of
the memory span. However, such interactions have not always been found
(e.g., Evans & Brooks, 1981; Klapp, Marshburn, & Lester, 1983).

Carlson, Sullivan, and Schneider (1989) reported an experiment relevant
to the issue of what determines whether there is a working memory interaction
between a primary task and a concurrent memory load. We designed our
experiments after their paradigm. During part of their experiment they pre-
sented their subjects with a memory span of three or six elements. The
memory span involved the presentation of assignments of binary values to
variables. In the three-span case subjects might be given A � 1, B � 0, C �
1. While holding this memory span subjects were required to predict the
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239WORKING MEMORY

reports the results of these explorations. As can be seen, the quality of fit did
not suffer much under these settings as compensating values could be esti-
mated for the other parameters. The one exception was that the quality of fit
decreased perceptibly when TP was set to be 50% higher. The reason why
these fits were so good generally is because B and b can trade off for latency
and C and c can trade off for accuracy.8 Larger values of the time scale
parameter B can compensate for larger values of the exponent b and larger
values of the odds scale parameter C can compensate for smaller values of
the exponent c. It was apparent from this exploration that we could have a
four-parameter version of this model in which the exponents are constrained
to be the same (b � c) which is also reported in Table 3.

In summary, we think the model fits are sensitive to those aspects that were
expected—the digit span (d), the symbolic complexity of the equation (s), and
the relative number of memory retrievals (n) required for simple versus complex
equations. With respect to the estimated parameters, the scale parameters B and
C are being estimated to produce the average values observed of the latency and
accuracy dependent measures. The exponents b and c are being estimated to
produce the mapping of changes of activation onto changes in performance.
Basically, the data are a function of how much the load produced by the combined
tasks impacts the memory retrieval required in each task.

A Separate Capacity Model

We thought it would be informative to see how a model which assumed
one capacity for digit span and a different capacity for equation solving would
do at fitting these data. Thus, the activation available for doing the equation
was 5/s and for the memory span 5/d. Such a model without elaboration does
poorly at fitting the data (x2 � 62.80) since it fails to capture the task interac-
tions. However, a reviewer pointed out to us that there was a fairly simple
way to elaborate the model to produce some of the task interactions. There
are two ways that the digit span might impact upon the equation solving
despite the lack of shared capacity. First, in the case of substitutions, two
retrievals from the span are required which will be impacted by the span
activation. Second, it is possible that subjects were covertly rehearsing the
span while solving the equation. (Although our subjects did not report doing
this, research has shown it is rather difficult to assess implicit rehearsal;
Reitman, 1974). More time would be taken away from equation solving for
each digit that had to be rehearsed. Therefore, we estimated a mean time, r,
for each second of equation solving that a subject would give to rehearsing
a digit. Thus, if it took T s to solve the equation without a span and the span
had d digits it would take T*(1 / dr) s to solve the equation.

8 Essentially what the exponent determines is how quickly changes in activation result in
changes in time and accuracy, with larger values producing steeper functions while the scale
parameters determine the average values of these functions.
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FIG. 5. Percentage of strings correctly recalled in Experiment 2: (a) Data; (b) Simulation; (c)
Predictions of mathematical model.

a 2 1 2 1 4 analysis of variance where the factors were equation complexity,
whether substitution was required, and memory span.

Figure 5a displays the results for percentage memory spans recalled. There
were significant effects of size of memory span (F(3,57) � 35.87, p � .001)
and of equation complexity (F(1,19) � 46.75, p � .001). The effect of
substitution was not significant in this experiment as in Experiment 1 (F(1,19)
� 0.46). However, there was a substitution by complexity interaction (F(1,19)
� 9.03, p � .01) such that subjects were 2% less accurate when they per-
formed substitution for simple equations and 4% more accurate when they
performed substitution for complex equations. The substitution effect for
complex equations is significant (t19 � 2.4, p� .01). There is also a significant
span-by-substitution interaction (F(3,57)� 2.87, p� .05) such that the substi-
tution advantage is mainly for small spans. There were no other significant
interactions. There is again a curvilinear trend in the effect of span: The
decrease from two to six digits is significant (t57 � 2.21, p � .01) but signifi-
cantly less than the decrease from six to eight (t57 � 3.53, p � .001). Thus,
with respect to digit recall we need to account for the following facts:

1. There is an advantage of the substitution condition for complex equa-
tions with short spans.

2. There is an effect of equation complexity.
3. There is a larger effect of six versus eight digits than two versus six.

Figure 6a displays the results for percentage of equations correctly solved.
There were significant effects of equation complexity (F(1,19) � 47.85, p �
.001) and substitution (F(1,19) � 20.00, p � .001). The effect of memory
span was marginally significant (F(3,57) � 2.56, p� .10). A specific contrast
for a linear trend was significant (t57 � 2.53, p � .01). Since Experiment 1
found an effect of memory span, it seemed likely that there would be one
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significant effects of equation complexity (F(1,19) � 4169.33, p � .001), of
memory span (F(3,57) � 10.65, p � .001), and of substitution (F(1,14) �
110.27, p � .001). There was also a significant interaction of memory span
and substitution (F(3,57) � 5.74, p � .01) such that the effect of memory
span is greater in the case of substitution. This replicates the interaction found
by Carlson et al. (1989). The increase in latency with increased memory span
was only marginally significant in the case of no substitution (t57 � 1.61, p
� .10) but quite significant with substitution (t57 � 3.16, p � .001). The two
experiments both found marginal effects of span in the case of no substitution.
Combining the two experiments, the effect is significant (z � 2.19, p � .01).
Thus, unlike Carlson et al. we conclude that there is an effect of span on
latency in the absence of the substitution requirement. In this experiment all
the other interactions were significant as well—complexity by substitution
(F(1,19) � 38.85, p � .001); complexity by memory span (F(3,57) � 6.55,
p � .001); and complexity by substitution by memory span (F(3,57) � 4.89,
p � .001). This again is the predicted three-way interaction that failed to be
significant in the previous experiment. In particular, the effect of memory
span increases from simple, no substitution (slope � 0.33 s per item) to
simple, substitution (0.70 s per item), or complex, no substitution (0.69 sec
per item) to complex, substitution (1.88 s per item). It is true that the effect
of span tends to be larger in conditions with longer latency; however, this
effect cannot be simply an artifact of larger effects for conditions with larger
base RTs: the complex, no-substitution condition has the same slope as the
simple substitution condition, yet the former has a much higher base RT.
Thus, with respect to solution time, we need to account for the following
effects:

7. The effect of memory span is larger in the case of substitution or in the
case of complex equations.

8. There is an effect of complexity.
9. There is an effect of substitution but it is smaller than the effect of

complexity.

The nine effects reported above substantially correspond to the results from
the first experiment. Equation complexity, manipulated by use of fractions,
produced effects similar to the effects of equation complexity, manipulated by
number of transformations. Complexity in this experiment, though, produced
larger effects particularly on the time to solve equations where subjects took
almost five times longer to solve the complex equations.

Finally, almost as an aside, we note that there may be something of a
speed-accuracy trade-off in the condition of solving complex equations with
no substitution. This is the condition that produced the greatest deviations
from monotonicity in Figs. 6 and 7. What is striking about these data is that
they mirror each other—every time there is a dip or rise in accuracy (Fig.
6a), there is a compensating dip or rise in latency (Fig. 7a).
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