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Spatial auditory displays have received a great deal of attention in the community investigating how to present information
through sound. This short commentary discusses our 2001 ICAD paper (Shinn-Cunningham, Streeter, and Gyss), which explored
whether it is possible to provide enhanced spatial auditory information in an auditory display. The discussion provides some
historical context and discusses how work on representing information in spatial auditory displays has progressed over the last
5 years.
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1. HISTORICAL CONTEXT

The next time you find yourself in a noisy, crowded environment like a cocktail party, plug one ear.
Suddenly, your ability to sort out and understand the sounds in the environment collapses. This simple
demonstration of the importance of spatial hearing to everyday behavior has motivated research in
spatial auditory processing for decades.

Perhaps unsurprisingly, spatial auditory displays have received a great deal of attention in the ICAD
community. Sound source location is one stimulus attribute that can be easily manipulated; thus,
spatial information can be used to represent arbitrary information in an auditory display. In addition
to being used directly to encode data in an auditory display, spatial cues also are important in allowing
a listener to focus attention on a source of interest when there are multiple sound sources competing
for auditory attention [Shinn-Cunningham et al. 2005]. Although it is theoretically easy to produce
accurate spatial cues in an auditory display, the signal processing required to render natural spatial cues
in real time (and the amount of care required to render realistic cues) is prohibitive even with current
technologies. Given both the important role that spatial auditory information can play in conveying
acoustic information to a listener and the practical difficulties encountered when trying to include
realistic spatial cues in a display, spatial auditory perception and technologies for rendering virtual
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auditory space have both been well-represented areas of research at every ICAD conference held to
date (e.g., see [Brungart et al. 2004; Carlile et al. 2002; Jin et al. 2003; Minnaar et al. 2001; Scarpaci
et al. 2005; Wenzel et al. 2000]).

Even with a good virtual auditory display, the amount of spatial auditory information that a listener
can extract is limited compared to other senses. For instance, auditory localization accuracy is orders of
magnitude worse than visual spatial resolution. The study reprinted here, originally reported at ICAD
2001, was motivated by a desire to increase the amount of spatial information a listener could extract
from a virtual auditory display. The original idea was to see if spatial resolution could be improved in
a virtual auditory display by emphasizing spatial acoustic cues. The questions we were interested in
were: (1) Can listeners learn to accommodate a new mapping between exocentric location and acoustic
cues, so that they do not mislocalize sounds after training? and (2) Do such remappings lead to improved
spatial resolution, or is there some other factor limiting performance?

2. RESEARCH PROCESS

The reprinted study was designed to test a model that accounted for results from previous experi-
ments investigating remapped spatial cues. The model predicted that spatial performance is restricted
by central memory constraints, not by a low-level sensory limitation on spatial auditory resolution.
However, the model failed for the experiments reported: listeners actually achieved better-than-normal
spatial resolution following training with the remapped auditory cues (unlike in any previous studies).
These results were encouraging, on the one hand, as they suggested a method for generating better-
than-normal auditory spatial resolution. However, further investigations into how listeners cope with
rearrangements of auditory space were needed to verify the unexpected results and to develop a com-
putational model to account for the findings. Subsequent studies confirmed that better-than-normal
spatial resolution can be achieved after training with appropriate remapping [Streeter et al. 2001]. A
computational model based on rapid adjustment of an internal mapping between spatial cue and per-
ceived exocentric direction qualitatively accounted for these results [Streeter and Shinn-Cunningham
2002].

3. BODY OF WORK

Research in our laboratory has explored the human limitations in extracting and interpreting acoustic
(often spatial) information and how human abilities influence performance in an auditory display. At
ICAD 1994, we discussed how much information a listener could pull out of different possible acous-
tic dimensions [Shinn-Cunningham and Durlach 1994]. In 2000, we demonstrated that perceptual
learning was an important factor affecting directional hearing accuracy in the presence of reverber-
ant energy [Shinn-Cunningham 2000]. At ICAD 2002, we presented results that showed that spatial
auditory displays of distance could lead to improvements in a listener’s ability to understand speech
in the presence of competing sources [Streeter and Shinn-Cunningham 2002]. In 2003, we presented
studies showing that listeners are relatively insensitive to room location in a virtual auditory dis-
play [Shinn-Cunningham and Ram 2003] and that perception of competing speech sounds in natural
(reverberant) settings improves when listening with two ears compared to one ear [Devore and Shinn-
Cunningham 2003]. Most recently, we looked at how spatial auditory information affects a listener’s
ability to simultaneously monitor two different sound sources [Best et al. 2005; Shinn-Cunningham
and Ihlefeld 2004].

4. RELATION TO THE FIELD OF AUDITORY DISPLAY

The paper reprinted here is but one example of how spatial auditory displays have been studied in
the ICAD community. For example, in addition to developing technology for spatial auditory display,
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