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the field of naturalistic decision making (NDM), who claim that experts are accurate and
quick to make decisions in ill-structured situations because they use their experience to
recognize a situation, and then make decisions that have worked previously (Klein et al.,
1993; Zsambok and Klein, 1997). When used in decision-making theories to describe the
process of deciding if a specific event has occurred previously, recognition is closely related
to the concept of categorization discussed in cognitive psychology (see Gonzalez et al.,
2003).

In this study we examined the recognition process and its effect on the ability of individu-
als to recall relevant past experiences that they can use to achieve improved task performance
with practice. We believe that individuals’ ability to manage dynamic complexity could be
improved if more were known about the skills that would enable them to take advantage of
past experience. Specifically, our study focused on the following questions: (1) Do decision
makers recognize situations and, if so, does decision-making performance correlate with
an increase in similarity between current and past decisions? (2) Which factors influence
recognition and how do these factors change as performance improves? We addressed these
questions by analyzing how individuals performing a DDM task used experience to improve
performance.

2. Learning in Dynamic Decision-Making Tasks

Simon and Langley (1981) defined learning as “a process that modifies a system as to
improve, more or less irreversibly, its subsequent performance of the same task or of tasks
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Gonzalez et al. (2003) recently have claimed that recognition plays a key role in individ-
uals’ ability to use outcome feedback, in the form of prior decisions and their outcomes,
to improve DDM performance. Called Instance-Based Learning Theory (IBLT) incorpo-
rates the psychological theories of memory and categorization, and specifies five learning
mechanisms that are crucial to skill development in DDM: (1) instance-based knowledge,
(2) recognition-based retrieval, (3) adaptive strategies, (4) necessity, and (5) feedback up-
dates. Two of these learning mechanisms, instance-based knowledge and recognition-based
retrieval, are relevant to the study presented here.

According to IBLT, every decision-making cycle can be described by an instance, which
comprises the situation in which a decision is made, the decision made, and the expected
utility of the decision in that situation (Situation, Decision, Utility—SDU). Recognition-
based retrieval enables a decision maker to identify the instances of highest utility from
memory by evaluating the similarity between the situation under assessment and earlier
instances stored in memory. A decision reached by successful recognition-based retrieval
leads to the creation of a new instance with a particular outcome, and the utility of all
similar, prior instances is upgraded to reflect this most recently experienced utility. Ac-
cording to this theory, then, the efficient use of feedback to improve performance is de-
pendent on a decision maker’s ability to recognize similarity between current and past
situations.

Similarity plays an important role in behavioral theories and, particularly, in IBLT
(Gonzalez et al., 2003). Medin et al. (1995) have suggested that decision making entails
the use of similarity judgments and that phenomena associated with decision making is
based on similarity judgments. To further explore these claims, Gonzalez et al. (2003)
tested a cognitive model of DDM by using similarity as a judgment strategy to determine
the utility of decisions. According to IBLT, similarity is a heuristic that decision makers
under time constraints use in the absence of complete information. Pioneering studies of
the dynamics of similarity (Tversky, 1977) have defined similarity as a metric of matching
and mismatching features of current and past decision-making situations. In this study we
tested the hypothesis that DDM performance is related closely to the ability to recognize
similar stimuli. We designed the experiments to evaluate whether decision makers in DDM
systems reuse past decisions, whether increased similarity between current and past situa-
tions leads to performance improvement, whether similarity is a reliable predictor of future
performance, and whether features of the task influence recognition and fluctuate during
task learning.

3. Research Method

We collected data by using an on-line system that we designed to reproduce the struc-
ture and complexity of a dynamic real-world task. Systems such as this are most com-
monly referred to as microworlds (Omodei and Wearing, 1995). Study participants ran
the microworld on several days while we monitored the individual decisions made dur-
ing each run (trial) and evaluated overall performance. We first determined the similarity
of decisions made across trials, and then analyzed these data in terms of performance
improvements.
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Figure 1.
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goal and were given general instructions on how to perform the task. All participants were
provided with explanations of the deadlines, simulation time, and the chains through which
the water travels, and were informed that different amounts of water could be added from
outside the system to any of the tanks at any time. However, participants were given no
information describing the amount of water or its time of arrival. They were instructed to
do their best to process all the water that appeared within the system, but no particular
strategy was outlined for them. During the training period, participants practiced activating
and deactivating pumps in the WPP simulation, which was running at the slowest possible
pace of 30 real-time minutes per scenario. We did not allow participants to complete the
full trial. Rather, we stopped the simulation before the first deadline (5 o’clock PM) so that
they would not know the results of the decisions they made during training.

3.4. Instances (SDUs)

Each WPP situation is defined by the attributes of the tank (i.e., time of evaluation, amount
of water, the position of the tank in the chain [the chain value], and deadline). Decisions
required to complete the task include the activation and deactivation of the pumps associated
with a tank. The utility measure used in this task is the amount of time remaining before
a deadline. This remaining time is calculated as the difference between the deadline and
the simulation time at the time of decision. Figure 2 shows concrete examples of instances

Trial Type Hr Min Tank Pump Water Chain Deadline 

1  a c t i v a t e  2  2 7  3  4 8 0  

1  
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Table 1. Similarity calculations for several SDUs.

Tank Trial Order Time Water Similarity Similarity calculation

0 1 1 390 27 0.00

0 2 1 172 15 0.50 1 − ((0.99 ∗ ((172 + 15 ∗ 2)
−(390 + 27 ∗ 2))/480 + 0.01 ∗ 0)) = 0.50

0 2 2 226 2 0.00

0 2 3 285 8 0.00

0 3 1 147 10 0.92 1 − ((0.99 ∗ ((147 + 10 ∗ 2)
−(172 + 15 ∗ 2))/480 + 0.01 ∗ 0.5)) = 0.92

0 3 2 222 2 0.99 1 − ((0.99 ∗ ((222 + 2 ∗ 2)
−(226 + 2 ∗ 2))/480 + 0.01 ∗ 0)) = 0.99

0 3 3 248 2 0.90 1 − ((0.99 ∗ ((248 + 2 ∗ 2)
−(285 + 8 ∗ 2))/480 + 0.01 ∗ 0)) = 0.90

0 3 4 269 2 0.00

the similarity of the first SDU, the equation yields a similarity value of 0.5 for the decision
in Trial 2:

1 − (.99 ∗ ((172 + 15 ∗ 2) − (390 + 27 ∗ 2))/480 + .01 ∗ 0.0).

Table 1 explains how we calculated the similarity value for several SDUs.

4. Results

In general, the participants’ performance improved with practice. Figure 3 shows the partic-
ipants’ average (mean) learning curve and the mean and standard error per trial. A repeated
measures analysis of performance indicated that significant learning occurred over the
18 trials (F(17,986) = 38.212, p < .001).

4.1. Question 1: Does Similarity between Contiguous Trials Correlate
with Performance?

The SDU data set for each participant contained approximately 43 SDUs per trial, yielding
a total of 49,542 instances over the 18 trials. SDU similarity was averaged per trial. Fig-
ure 4 shows changes in similarity with practice. The average similarity between trial i and
i−1 increased with task practice as participants improved their performance. A repeated
measures ANOVA indicated a significant increase in similarity with continuing practice in
the task (F(16,1008) = 69.07, p < .001). A linear regression calculation using the aver-
age similarity as the independent variable and the average performance as the dependent
variable indicated that similarity was a good predictor of performance (F(1,63) = 14.04,
p < .001, R2 = .185, t = 3.75, p < .001).

We also compared the use of decision similarity by good and poor performers. If good
performers can recognize a decision-making situation better than poor performers can, the
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Figure 3. Participants’ average performance for 18 trials.

Figure 4. Average similarity over time. Trial i shows the average similarity of situations compared to trial i − 1.

decisions of the former should be more similar. We divided the sample of 64 participants
into good and poor performers by defining good performers as those who scored at least one
standard deviation above the group mean and poor performers as those who scored at least
one standard deviation below the group mean. This led to the identification of two groups
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Figure 5. Similarity of decisions made by good and poor performers. The decision similarity is higher for good
performers.
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The regression models informed us as to what proportion of the variance in similarity



298 GONZALEZ AND QUESADA

Table 4. Cluster analysis results.

Trial Group Time Water Tank Chain Deadline

Cluster 1

1 0 350.2 22.5 0-1-2-3-4-15-16-21-22 2-3 480-300-540

2 3 388.4 27.3 1-3-4-15-16-21-22 3 480-540

3 2 382.9 27.4 5-6-9-10-17-18-19-20 2 600-420-450

4 1 278.0 10.2 0-2-7-8-11-12-13-14 1-3-2 300-330-360-510-390-570

5 1 277.3 10.7 0-2-7-8-11-12-13-14 1-3-2 300-330-360-510-390-570

6 1 275.4 10.7 0-2-7-8-11-12-13-14 1-3-2 300-330-360-510-390-570

7 1 279.8 10.8 0-2-7-8-11-12-13-14 1-3-2 300-330-360-510-390-570

8 2 387.2 26.7 5-6-9-10-17-18-19-20 2 600-420-450

9 2 391.4 27.7 5-6-9-10-17-18-19-20 2 600-420-450

10 1 280.8 10.9 0-2-7-8-11-12-13-14 1-3-2 300-330-360-510-390-570

11 2 386.3 28.2 5-6-9-10-17-18-19-20 2 600-420-450

12 1 378.5 25.6 0-2-7-8-11-12-13-14 1-3-2 300-330-360-510-390-570

13 1 285.0 11.4 0-2-7-8-11-12-13-14 1-3-2 300-330-360-510-390-570

14 1 290.7 11.9 0-2-7-8-11-12-13-14 1-3-2 300-330-360-390-570-510

15 1 288.3 12.1 0-2-7-8-11-12-13-14 1-3-2 300-330-360-390-570-510

16 1 291.0 11.8 0-2-7-8-11-12-13-14 1-3-2 300-330-360-570-510-390

17 3 383.8 23.7 1-3-4-15-16-21-22 3 480-540

18 1 287.1 12.1 0-2-7-8-11-12-13-14 1-3-2 300-330-360-570-510-390

Cluster 2

1 1 302.0 10.3 7-8-11-12-13-14 1 300-330-360-390-510-570

2 1 272.4 10.4 0-2-7-8-11-12-13-14 1-2-3 300-330-360-390-510-570

3 3 392.3 26.6 1-3-4-15-16-21-22 3 480-540

4 3 387.8 25.7 1-3-4-15-16-21-22 3 480-540

5 2 380.7 27.2 5-6-9-10-17-18-19-20 2 420-450-600

6 2 387.0 27.3 5-6-9-10-17-18-19-20 2 420-450-600

7 3 381.9 25.5 1-3-4-15-16-21-22 3 480-540

8 1 278.8 10.9 0-2-7-8-11-12-13-14 1-2-3 300-330-360-390-510-570

9 1 280.9 11.1 0-2-7-8-11-12-13-14 1-2-3 300-330-360-390-510-570

10 3 379.8 24.3 1-3-4-15-16-21-22 3 480-540

11 3 377.3 25.8 1-3-4-15-16-21-22 3 480-540

12 1 283.6 10.9 0-2-7-8-11-12-13-14 1-2-3 300-330-360-390-510-570

13 3 383.7 26.0 1-3-4-15-16-21-22 3 480-540

14 2 388.6 26.9 5-6-9-10-17-18-19-20 2 420-450-600

15 2 381.3 26.5 5-6-9-10-17-18-19-20 2 420-450-600

16 2 383.3 26.8 5-6-9-10-17-18-19-20 2 420-450-600

17 1 294.8 11.7 0-2-7-8-11-12-13-14 1-2-3 300-330-360-390-510-570

(Continued on next page.)
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Table 4. (Continued).

Trial Group Time Water Tank Chain Deadline

18 3 381.6 24.6 1-3-4-15-16-21-22 3 480-540

Cluster 3

1 2 376.0 27.0 5-6-9-10-17-18-19-20 2 420-450-600

2 2 375.0 27.6 5-6-9-10-17-18-19-20 2 420-450-600

3 1 276.5 10.1 0-2-7-8-11-12-13-14 1-2-3 300-330-360-390-510-570

4 2 379.8 26.3 5-6-9-10-17-18-19-20 2 420-450-600

5 3 381.8 24.9 1-3-4-15-16-21-22 3 480-540

6 3 382.4 25.0 1-3-4-15-16-21-22 3 480-540

7 2 389.5 27.4 5-6-9-10-17-18-19-20 2 420-450-600

8 3 385.3 25.8 1-3-4-15-16-21-22 3 480-540

9 3 380.7 25.5 1-3-4-15-16-21-22 3 480-540

10 2 387.4 28.5 5-6-9-10-17-18-19-20 2 420-450-600

11 1 283.6 11.3 0-2-7-8-11-12-13-14 1-2-3 300-330-360-390-510-570
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Figure 6. Three groups of Tanks identified by using a cluster analysis. Group 1: Tanks 1, 3, 4, 5, 15, 16, 21, and
22; Group 2: Tanks 5, 6, 9, 10, 17, 18, 19, and 20; Group 3: Tanks 0, 2, 7, 8, 11, 12, 13, and 14.

This cluster analysis explains the low R2 values generated by the simple regression mod-
els and the high R2 values observed with the model accounting for simple interactions.
Similarity between two instances seems to be determined by a complicated combination
of the values of different variables that change over time, rather than by single, static com-
binations of variables. To investigate how the variables changed over time as performance
improved, we held Groups 1, 2, and 3 (as identified in the clusters) constant and looked at the
average time and water over the course of 18 trials within each group. This method allowed
us to ascertain if decision makers adjusted the moment of intervention and recognized the
amount of water in the tanks as they learned the task. Figure 7(a) shows the average time
of intervention per trial for Groups 1, 2, and 3, and figure 7(b) shows the corresponding
amount of water in the tank at the time of intervention. We observed an increasing trend
for both variables in group 1, a decreasing trend in Group 3, and a relatively stable trend in
Group 2. These findings indicate that decision makers learned to intervene later in shorter
chains (with nearer deadlines) and sooner in longer chains (with later deadlines). The cor-
responding amount of water also generally increased and generally decreased for Groups 1
and 3, respectively, indicating that participants changed and adjusted their recognition of a
situation over time.
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5. Discussion

During DDM the tendency for people to adopt an event-based, open-loop view of the
dynamic system can cause misperceptions and, in so doing, can negatively affect the ability
of people to learn to perform optimally (Diehl and Sterman, 1995). IBLT provides a cognitive
structure for these events and predicts that recognition, as measured by the similarity of
situations, will determine decision makers’ use of outcome feedback to make high utility
decisions (Gonzalez et al., 2003).

When participating in DDM, decision makers decide if a particular event has occurred
in the past and, if so, they reuse the solutions to past problems. The selection of actions
that worked well in the past involves a general learning process known as the Law of Effect
(Edward L. Thorndike). Researchers have used this basic learning principle to demonstrate
that people learning to play games repeatedly decide to reuse the strategies that led to good
outcomes in the past (Erev and Roth, 1998). In DDM, however, because of the dynamics and
the complexity of the system, it is difficult to identify the strategies that led to success in the
past. According to IBLT, instance-based learning is a flexible mechanism by which decision
makers learn to deal with dynamic complexity (Gonzalez et al., 2003). The study described
here demonstrates that SDU similarity increases with task practice and that high similarity
is associated with high performance. Our findings also clearly indicate that long-term good
performance is determined by the quality of the decisions made in early task practice trials.
Furthermore, the initial similarity values calculated in this trial suggest that individuals
make judgments based on their own unique experiences. These results explain how people
may acquire control of a dynamic task, but not necessarily learn to perform it well. We
have proposed previously that learning occurs not only due to the ability to successfully
retrieve high utility instances, but due to the ability to adequately update this utility with
feedback (Gonzalez et al., 2003). Therefore performance depends both on similarity and
on the retrieval of high utility SDUs. Since feedback delays are a characteristic of DDM
systems, decision makers at times may fail to attribute the consequences of decisions to
the appropriate prior actions. Therefore, outcome feedback often cannot be used during
DDM to update the expected utilities of SDUs to reflect experienced utilities. Under such
conditions, individuals may acquire control of the system and reach a performance plateau,
bu





304 GONZALEZ AND QUESADA

Lerch, F.J., D.B. Ballou and D.E. Harter (1997), “Using Simulation-Based Experiments for Software Requirements
Engineering,” Annals of Software Engineering, 3, 345–366.


